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Evaluation of Spike-Detection Algorithms for
a Brain-Machine Interface Application
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Abstract—Real time spike detection is an important requirement
for developing brain machine interfaces (BMIs). We examined
three classes of spike-detection algorithms to determine which
is best suited for a wireless BMI with a limited transmission
bandwidth and computational capabilities. The algorithms were
analyzed by tabulating true and false detections when applied to
a set of realistic artificial neural signals with known spike times
and varying signal to noise ratios. A design-specific cost function
was developed to score the relative merits of each detector; correct
detections increased the score, while false detections and com-
putational burden reduced it. Test signals both with and without
overlapping action potentials were considered. We also investigated
the utility of rejecting spikes that violate a minimum refractory
period by occurring within a fixed time window after the preceding
threshold crossing. Our results indicate that the cost-function
scores for the absolute value operator were comparable to those
for more elaborate nonlinear energy operator based detectors. The
absolute value operator scores were enhanced when the refractory
period check was used. Matched-filter-based detectors scored
poorly due to their relatively large compuational requirements
that would be difficult to implement in a real-time system.

Index Terms—Brain-machine interface (BMI), neural, spike
detection.

I. INTRODUCTION

PROTOTYPE brain machine interfaces (BMIs) have suc-
cessfully used spike timing information from extracellular

neural signals to actuate prosthetic devices [1], [2]. The advent
of wireless data acquisition hardware will physically untether
the BMI and facilitate fully implantable systems that will ob-
viate the need for transcutaneous wires. Incorporating spike de-
tection will allow the BMI to transmit only the action potential
(AP) waveforms and their respective arrival times instead of the
sparse, raw signal in its entirety. This compression reduces the
transmitted data rate per channel, thus increasing the number of
channels that may be monitored simultaneously [3]. Spike de-
tection can further reduce the data rate if spike counts are trans-
mitted instead of spike waveforms. Spike detection will also be
a necessary first step for any future hardware implementation of
an autonomous spike sorter [4].

This study evaluates a number of known spike-detection algo-
rithms and determines which are best suited for hardware imple-
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mentation in an application-specific integrated circuit (ASIC)
with limited computational resources. A low power implantable
ASIC for detecting and transmitting neural spikes will be an im-
portant building block for BMIs [5]. A hardware realization of
a spike detector in a wireless BMI must operate in real-time, be
fully autonomous, and function at realistic signal-to-noise ratios
(SNRs).

In a typical spike detector, the signal is preprocessed to ac-
centuate spikes and attenuate noise, and then passed through
a threshold detector to determine spike locations [6]. Several
spike detection and spike sorting algorithms rely on a simple
voltage threshold with little or no preprocessing. Static detec-
tors use either a single threshold to detect one edge [7] or a
pair of thresholds to detect both rising and falling spike edges
[8]. Adaptive thresholds contend with the changing background
noise levels common to the nonstationary extracellular neural
signal [9]. Although simple thresholding is attractive for real-
time implementations because of its computational simplicity,
it is thought to be sensitive to noise and often requires user input
to set effective threshold levels [10]. Overlapping spikes further
reduce the efficacy of simple threshold detectors [10].

A second class of preprocessor algorithms uses template
matching. This method is particularly effective when the spike
waveform to be detected is known a priori. Since this is rarely
the case, the user must manually select spikes from a set of test
data, which are then averaged to form a template [11]. Both
template matching and simple thresholding perform poorly
when spike signal to noise ratios are low [12]. The neural signal
may also be filtered with a family of wavelets to extract details
about signal energy in particular time-frequency windows
[13]–[15]. The feature extraction properties of this technique
make it particularly useful when the goal is to sort spikes as
well as to detect them [13], [14]. Conversely, if the goal is only
spike detection, then the multiple convolutions required for
wavelet decomposition may be computationally prohibitive for
a real-time multichannel detector.

Energy-based spike detectors have also been used to detect
neural spikes [12], [16], [17]. The nonlinear energy operator
(NEO), also called the Teager energy operator, first character-
ized by Kaiser, estimates the square of the instantaneous product
of amplitude and frequency of a sufficiently sampled signal [18].
In this regard, the NEO may be considered superior to other en-
ergy estimators that simply average the square of the signal and
are independent of frequency. Variations of the NEO have also
been proposed to improve detection. Filtering the NEO signal
with a Bartlett window reduces the error in the estimate of the
signal energy [16]. A generic NEO is thought to be more robust
in the presence of noise [19]. A combination of wavelet decom-
position and the NEO has also been described [20]. NEO-based
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Fig. 1. Block diagram of the BMI under design. An implanted ASIC
conditions signals from extracellular neural electrodes, digitizes them, and then
detects AP spikes. The spike waveforms are transmitted across the skin to a
BMI processor which sorts the spikes and then generates the command signals
for the prosthesis.

spike detection is attractive because of its ease of implementa-
tion and computational simplicity [16], [21].

II. METHODS

We evaluated different preprocessors by applying them to a
set of artificial test data and then sweeping threshold values. The
numbers of correctly detected and false positive spikes were tab-
ulated and entered into a cost function that scored the relative
benefits of using each preprocessor in a generic BMI (Fig. 1).
The BMI consists of an implantable ASIC that processes sig-
nals from implanted neural electrodes, and then detects and
transmits APs to a receiver that sorts the spikes, and uses them
to control a prosthesis. Since false positive detections will be re-
jected by the sorter, they are detrimental only inasmuch as the
telemetry bandwidth that they consume. The ideal spike detector
must therefore maximize the number of correctly detected APs
while limiting the number of false positive spikes that would
otherwise reduce the effective system bandwidth.

A. Test Data Set

Two sets of 300 artificial test signals (duration 1 s,
kHz) were created using a bank of 30 AP waveforms iso-

lated from in vivo motor cortex recordings from a rat, an owl
monkey, and a macaque (ten APs per species) aligned at their
minimum points [Fig. 2(a)]. Signals in the first test set consisted
of one near-field “signal” neuron and 50 noise neurons. Each
of the 30 APs was used as the signal neuron for a family of
ten signals, with the signal neuron amplitudes being varied to
achieve ten signal to noise ratios ranging linearly from 1.0 to
4.6. In every signal, the near-field neuron fired 50 times, once
per 500 samples (16 ms). The firing rates of the 50 noise neu-
rons were uniformly distributed between 50–90 Hz. The number
of noise neurons is an approximation based on the assumptions
that: 1) only neurons within 140 m of the electrode are de-
tectable [22]; 2) the density of motor cortex neurons in primates
is 30 000/mm [23]; 3) AP amplitudes are inversely proportional

Fig. 2. (a) The 30 AP waveforms used to generate the test data set. These were
isolated from in vivo recordings of a rat, owl monkey, and macaque. (b) The three
MF templates used to analyze the data. The generic template is averaged over
all 30 base APs. The two alternate templates represent averages over three and
one base AP, chosen at random from the original 30.

to their distance from the electrode; and 4) a portion of the de-
tectable neurons may be silent during a particular task [22]. The
combination of 50 noise neurons with their firing rate spread
produces an average of noise samples per time step, suf-
ficient to create a realistic background signal. The calculated
thermal noise contributions from a 1 M recording electrode
and an analog front end amplification circuit
were added to the signals. All signals were bandpass filtered
with a linear phase FIR filter (450–6.5 kHz). A single family of
signals from the first test data set are shown in Fig. 3.

The second test set consisted of signals with pairs of overlap-
ping signal spikes and 50 noise neurons. Fifty pairs of spikes
were located every 500 samples, with the interspike interval of
each pair selected at random between 0 and 50 samples. The
spike waveforms for both spikes in each pair were chosen at
random from the bank of 30 in vivo waveforms. As before, 300
test signals were generated at ten SNRs varying linearly from
1.2 to 4.8.

B. Preprocessors

Three classes of preprocessors were considered.
1) Simple Threshold:

a) Null: No preprocessing—positive threshold is applied
to raw data.

b) Negation: Signal is inverted before thresholding—
equivalent to applying a negative threshold

c) Absolute Value (Abs): Equivalent to applying both pos-
itive and negative thresholds simultaneously.
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Fig. 3. A family of ten test signals generated using the same AP waveform as the sole “near-field” neuron. The amplitude of the near-field neuron is varied to
create signals with ten evenly spaced SNRs. The SNR values for each signal are shown to the left. (a) The entire 1-s test signal is shown. (b) The signals are zoomed
in, showing the first spike of each trace in detail.

2) Energy Based:

a) NEO, defined by
, where .

b) Smoothed NEO, defined as the convolution
of with a six point Bartlett window [16];

3) Matched-Filter (MF) Based:

a) MF: The raw signal is convolved with a template that
is the average of the 30 in vivo APs used to generate
the test sets.

b) Convolution of the signal
with a template that is the average of the AP waveforms
after being processed by .

c) Absolute Value w/MF: Convolution of Abs with a tem-
plate that is the average of the AP waveforms after
being processed by Abs.

There were a total of 17 preprocessors. The MF template was
created by averaging together all 50 AP waveforms from each
of the 30 largest signals in the first test set. Since the AP times
were known precisely, there was no alignment error associated
with averaging the APs from the artificial signals.

C. Spike Detection

The preprocessors were evaluated by applying them to all of
the signals in the two test sets, and then sweeping a threshold
across the resulting range of values, counting the positive
threshold crossings as detections. Detections were tested both
with and without a refractory period (RP) check that rejected
positive threshold crossings occurring fewer than 20 samples
apart ( ms). Each qualifying positive threshold crossing
was classified as either a true or a false detection depending
on whether it occurred within 15 samples ( ms) of
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an actual spike. The number of correct detections for each
preprocessor was normalized by the actual number of APs (50
for nonoverlapping signals and 100 for overlapping ones) and
averaged over the 30 test signals of equal SNR to compute the
probability of detection, . The number of false detections
for each preprocessor was averaged over the 30 test signals of
equal SNR to compute the number of false alarms, .

D. Cost Function

A cost function was developed to evaluate the relative benefits
of using each of the preprocessors in a generic BMI. The cost
function is comprised of three terms, each normalized to one
and weighted according to its perceived relevance

(1)

where is the probability of correctly detecting a spike;
is the number of false alarm detections per second; is the
preprocessor; are the weights; is the maximum ex-
pected sustained firing rate per neuron; is the maximum ex-
pected number of neurons per channel; is the number of chan-
nels in the BMI; is the number of bytes per spike transmitted
by the BMI; is the available wireless data rate of the BMI;

is the number of clock cycles required by preprocessor
to compute one value; is the BMI sampling rate; and

is the system clock frequency. The values for are shown
in Table I and are based on the assumption that each multiply
and accumulate (MAC) operation in an ASIC requires ten clock
cycles [24], while negations and squarings (which can be real-
ized with look-up tables) require only one clock cycle each.

The three terms of (1) reflect the fact that an effective
BMI must: 1) detect as many APs as possible; 2) not exceed
its maximum wireless data rate; and 3) operate in real time.
The second term reflects the bandwidth limit by forcing the
maximum number of detected spikes per channel per second
(both correct detections and false alarms) times the number of
channels times the number of bytes per spike to be less than the
available wireless data rate: ,
or equivalently, .
The third term reflects the real-time implementation constraint
by requiring that the total number of clock cycles per second

be less than the clock frequency, or equivalently,
. The second and third terms in (1) are

subtracted so that the score is reduced as the system’s available
wireless bandwidth and clock cycles are consumed. The cost
function was evaluated using constants that relate to the specific
requirements of a BMI we are developing (Table II). The value
for the bandwidth, BW, is the net data throughput measured in
our laboratory across an IEEE 802.11-b wireless UDP network.
The weights were selected to reflect our subjective
interpretation of the relative importance of detecting as many
APs as possible since even small numbers of missed spikes can
greatly deteriorate the information content of a spike train [25].

TABLE I
ESTIMATED NUMBER OF CLOCK CYCLES REQUIRED PER SAMPLE TO PERFORM

SPIKE DETECTION USING EACH OF THE PREPROCESSORS

TABLE II
CONSTANT TERMS USED TO EVALUATE THE COST FUNCTION (1)

III. RESULTS

Families of curves for four representative preprocessors are
shown in Fig. 4; input signals are swept from minimum to max-
imum SNR. The x axis for each preprocessor has been nor-
malized to the maximum range of the preprocessed signal. For
any given preprocessor, signals with low SNRs score relatively
poorly and have a limited range of threshold values that pro-
duce the best score. Signals with bigger SNRs result in greater
scores over a larger range of threshold values. The maximum
cost-function score is realized when all of the true APs and no
false alarms are detected. When the threshold is at 100% of the
input range, no spikes (correct or false) are detected, and the
cost-function score reduces to just the third term of (1), which
is a constant for each preprocessor. produces the greatest
cost-function scores; scores for the Negation and NEO opera-
tors are slightly lower than those for and are maximized
over a smaller range of threshold values. The MF works over
the widest range of threshold values but produces a substantially
lower cost-function score due to its computationally intensive
nature.

In Table III, the maximum scores of the SNR curves are
averaged for each preprocessor and ranked. For brevity,
only the top five scores in each category (overlapping vs.
nonoverlapping spikes; detection with RP versus without) are
shown. For both overlapping and nonoverlapping data, the
preprocessor used with an RP is the best overall detector. The
necessity of pairing with an RP is as expected; without
an RP, both phases of a biphasic AP would produce a valid
positive threshold crossing, incurring one false alarm for every
true detection. Excluding the RP improved scores slightly for
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Fig. 4. Families of cost-function score curves for four preprocessors. Each of the ten curves within a family denotes a different input signal SNR. All curves
were taken from data generated with nonoverlapping spikes and using a 20 sample refractory period to qualify positive threshold crossings as valid spikes. Abs,
Negation, and NEO(4) are the best three preprocessors in this category (see Table III). The MF curves are included for comparison. Note that the y-axis for the MF
plot does not match those of the other three. Cost-function scores for the MF are as low as they are because of the large number of MAC required for computation.

TABLE III
THE FIVE OVERALL HIGHEST SCORING PREPROCESSORS IN EACH OF FOUR

CATEGORIES. COST FUNCTION SCORES ARE COMPUTED USING (1) AND THE

CONSTANTS IN TABLE II

overlapping spikes. Table III also shows that the performances
of the simple threshold and energy-based preprocessors are
almost identical.

To assess preprocessors in systems that are not computation-
ally limited, the data were reanalyzed by setting in
(1) (Table IV). For nonoverlapping signals, MF-based opera-
tors perform comparably with energy-based operators, despite
the nonspecific nature of the generic MF template. The MF did
not perform as effectively for signals with overlapping spikes
( with RP; 2.68 without RP).

TABLE IV
THE FIVE HIGHEST SCORING PREPROCESSORS WHEN COMPUTATIONAL

COMPLEXITY IS DISREGARDED IN COMPUTING THE COST FUNCTION

SCORE [I.E., w = 0 IN (1)]

We compared the average SNR gain of the preprocessors
to their relative cost-function scores and found no correlation
(Table V). The simple threshold preprocessors (Null, Negation,
Absolute Value) provide no SNR gain, yet score comparably to
energy-based operators that have SNR gains of up to 5.2. The
MF showed slightly negative gains as a result of the nonspecific
nature of the generic template.

To quantify whether different preprocessors perform better
at different SNRs, the averages of the best cost-function scores
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TABLE V
SIGNAL TO NOISE RATIO GAIN (IN dB). THE GAINS FOR NEO(�); SNEO(�),

AND NEO(�) w/MF WERE VERY SIMILAR, AND SO THEY WERE

AVERAGED FOR BREVITY

Fig. 5. Cost-function scores are averaged over three different ranges of input
SNRs. 
 denotes SNR < 1:8; denotes 2:6 � SNR � 3:0; � denotes
SNR � 3:4. Scores are shown for data both with and without overlapping
spikes. All detections were computed using the 20-point refractory period.

for small , medium , and
large signals were computed (Fig. 5). For signals
both with and without overlapping spikes, scored the best
over all three ranges, although the NEO, Null, and Negation
operators performed comparably.

IV. DISCUSSION

Although spike detection has been studied extensively, its im-
plementation in a BMI presents new problems. BMI spike de-
tectors must work in real-time using limited computational re-
sources that are divided among dozens of channels. BMIs must
also be fully autonomous; as the number of channels in a system
scales, it will become unreasonable for a user to manually de-
termine threshold levels or create spike templates. This study
investigates how best to emphasize neural spikes against back-
ground noise, and does not address the issue of how to deter-
mine the optimal threshold value for a particular combination
of preprocessor and input signal SNR. Our results indicate that
the absolute value is as effective a preprocessor as any energy
or MF-based operator. The data suggest that the best way of
improving spike detection is not to employ an elaborate pre-
processor, but rather to maximize SNR. This finding under-
scores the importance of minimizing circuit noise in the analog
electronics that condition the neural signals before they are de-
tected. One ramification of this work is that, since is rel-

atively simple to implement, an efficient spike detector can be
realized in both the analog and digital domains, provided that
there exists a realistic method for setting the threshold voltage
autonomously. Our findings also demonstrate that SNR gain is
not necessarily a good predictor of how well a preprocessor will
emphasize spikes in a neural signal.

We compared the generic MF template with two others: one
that was derived from only three of the 30 APs, and another de-
rived from only one [Fig. 2(b)]. These were applied to the sig-
nals from the data sets that were based on the same AP wave-
forms as the ones included in the respective template. Only neg-
ligible differences in performance were found between the alter-
nate templates and the generic one. Since performance did not
depend on the precise shape of the template, it may be possible
to design a MF spike detector that does not require a user to
generate spike templates for each channel and have it perform
as well as one that does.

A well-known energy-based preprocessor that has not been
discussed in this study is the instantaneous square of the signal,

. Since there is a one-to-one mapping between
the absolute value and signal squared operators, there is theo-
retically no difference between the two for enhancing spike de-
tectability. This was verified by simulation, and so these redun-
dant results were omitted.

The cost function used in this study is a robust metric for eval-
uating spike detection in a BMI with limited computational re-
sources. The constant terms in (1) may be modified to reflect the
design constraints of different BMI architectures. For example,
if a BMI under design will not include spike sorting in the re-
ceiver, then false positive detections will directly contribute to
the prosthesis control, negatively affecting performance. In such
a case, the weights and may be made equal to increase
the importance of minimizing false positives relative to that of
maximizing correctly detected spikes.

V. CONCLUSION

A technique has been described for comparing spike-detec-
tion algorithms for wireless BMIs. For systems with limited
computational resources, taking the absolute value of the
neural signal before applying a threshold (in combination with
a refractory period) is just as effective for detecting spikes as
applying more elaborate energy-based detectors. A novel cost
function for comparing spike-detector performance has also
been presented.
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