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O
ver the years several definitions of machine learn-
ing have been proposed. One of the earliest ones
read “A computer program is said to learn from
experience E with respect to some class of tasks T

and performance measure P, if its performance at tasks in T, as
measured by P, improves with experience E” [1]. Another
stated that machine learning is the “Ability of a computer pro-
gram to generate a new data structure that is different than an
old one, like production if…then…rules from input numerical
or nominal data” [2], and a very broad definition simply speci-
fied “Things learn when they change their behavior in a way
that makes them perform better in the future” [3]. The unify-
ing theme of machine learning is that it is concerned with
development of techniques that help extract knowledge/infor-
mation from training data in an automatic way in order to dis-
cover some regularities and use them to build a general and
accurate model able to make predictions for unseen data. 

Life sciences, including biology and medicine, are a growing
application area of machine learning. Medicine is largely an evi-
dence-driven discipline where large quantities of relatively
high-quality data are collected and stored in databases. The
medical data are highly heterogeneous and are stored in numeri-
cal, text, image, sound, and video formats. They include clinical
data (symptoms, demographics, biochemical tests, diagnoses
and various imaging, video, vital signals, etc.), logistics data
(charges and costs, policies, guidelines, clinical trials, etc.), bib-
liographical data, and molecular data. Bioinformatics, which
concerns the latter type of data, conceptualizes biology in terms
of molecules and applies “informatics” techniques, derived
from disciplines such as applied mathematics, computer sci-
ence, and statistics to understand and organize the information
associated with these molecules on a large scale [4]. In other
words, bioinformatics encompasses analysis of molecular data
expressed in the form of nucleotides, amino acids, DNA, RNA,
peptides, and proteins. The sheer amount and breadth of data
requires development of efficient methods for knowledge/infor-
mation extraction that can cope with the size and complexity of
the accumulated data. There are numerous examples of success-
ful applications of machine learning (ML) in areas of diagnosis
and prevention [5]–[7], prognosis and therapeutic decision
making [8], [9]. ML algorithms are used for discovering new
diseases [10], finding predictive and therapeutic biomarkers

[11], and detecting relationships and structure among the clini-
cal data [12]–[14]. ML contributes to the enhancement of man-
agement and information retrieval processes leading to
development of intelligent (involving ontologies and natural
language processing) and integrated (across repositories) litera-
ture searches [15], [16]. ML techniques are also used to modify
medical procedures in order to reduce cost and improve per-
ceived patient’s experience and outcomes [17], [18]. 

This special issue presents contributions chosen from a special
session on Applications of Machine Learning in Medicine and
Biology at the 4th International Conference on Machine Learning
and Applications, held in December 2005 in Los Angeles. It
includes extended versions of seven articles chosen from the sev-
enteen presented at the special session on “Applications of
Machine Learning in Medicine and Biology” and two invited arti-
cles. Although some surveys show increasing interest in applica-
tions of machine learning in bioinformatics [19], [20], this special
issue demonstrates that machine learning is also successfully used
on a wide variety of medical problems and data. 

A breadth of applications and tools are presented that
range from bioinformatics (microarray analysis, chromo-
some and proteome databases, modeling of inhibition of
metabolic networks), through signal analysis (echocardio-
graph images and electroencephalograph time series), drug
delivery, information retrieval, to software for pattern
recognition in biomedical data. The authors use a variety of
techniques such as association rules, feature selection,
Fisher’s linear discriminant analysis, inductive logic pro-
gramming, linear auto regression, neural networks, and rein-
forcement learning to achieve their goals. To compare how
ML techniques are used in medical problems, the articles
are organized according to a data mining and knowledge
discover process model, which is used to guide ML driven
projects in biology and medicine [14], [21]–[24]. The model
describes and organizes all activities of a ML project into a
sequence of six steps [24], [25]:
➤ understanding the problem, where authors present project

goals, current solutions and domain terminology, and
translate the medical problem into the ML domain

➤ understanding the data, where the corresponding medical
data is described and analyzed with respect to the underly-
ing ML problem
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➤ preparation of the data, in which the data preprocessing
methods are applied.

➤ data mining, in which the prepared data is processed with
ML techniques.

➤ evaluation of the discovered knowledge, where the results
provided in the previous step are evaluated

➤ using the discovered knowledge, in which the authors
describe how the generated knowledge is deployed.

The nine articles included in this special issue are divided into
three groups. The first four articles are general applications in
medicine:

1) The cDNA microarrays technology enables the screening
of a biological sample for expressions of thousands of genes
simultaneously. Among all the genes assayed, only a small
fraction of them actually participate in the biological process
of interest. In the article titled “New Criteria for Selecting
Differentially Expressed Genes,” Loo, Roberts, Hrebien, and
Kam propose two new data mining criteria for the selection of
these differentially expressed genes.

2) Drug dosing in chronic conditions often has a form of
recurrent trial and error control process. The article by
Gaweda, Muezzinoglu, Aronoff, Jacobs, Zurada, and Brier
titled “Using Clinical Information in Goal-Oriented Learning”
presents a numerical framework based on the paradigm of
reinforcement learning, which mathematically formalizes this
process and enables computer-supported individualized drug
administration.

3) In “Modeling the Effects of Toxins in Metabolic
Networks,” Tamaddoni-Nezhad, Chaleil, Kakas, Sternberg,
Nicholson, and Muggleton use a logic-based representation
and a combination of abduction and induction to model inhi-
bition in metabolic networks. Inhibition is very important
from the therapeutic point of view since many substances
designed to be used as drugs can have an inhibitory effect on
other enzymes. Any system able to predict the inhibitory
effect of substances on the metabolic network would therefore
be very useful in assessing the potential harmful side-effects
of drugs. According to the domain experts, one of the hypoth-
esized enzymes (i.e., EC2.6.1.39) has been already known to
be inhibited by hydrazine. Another hypothesis suggested by
the model agrees with the speculations about the inhibition of
enzyme EC4.3.2.1 by hydrazine. Experimental evaluations in
vivo are required to test this hypothesis.

4) In the article titled “Multilabel Associative
Classification of MEDLINE Articles into MeSH Keywords,”
Rak, Kurgan, and Reformat propose an automated method
for classification of medical articles into the structure of doc-
ument repositories, which aims at supporting currently per-
formed extensive manual work. The proposed method
classifies articles from the largest medical repository, MED-
LINE, using associative classification, a state-of-the-art data
mining technique. The method considers re-occurring fea-
tures of articles and, most importantly, multilabel characteris-
tic of the MEDLINE data. The results of experiments
performed using several different classification approaches
are compared, and pros and cons of different measures of
classification quality are discussed. The results show high
potential of the method to support tedious work associated
with maintaining large databases of medical documents.

The next three articles focus on medical signal analysis:
5) “Automated Heart Abnormality Detection Using Sparse

Linear Classifiers” article by Qazi, Fung, Krishnan, Bi, Rao,

and Katz describes a fully automated and robust technique
for detection of diseased hearts based on detection and track-
ing of the endocardium and epicardium of the left ventricle.
The authors used a novel feature selection and classification
technique based on mathematical programming to obtain
classifiers that depend only on a small subset of numerical
features extracted from dual-contours tracked through time.
They verified the quality of the proposed system on echocar-
diograms collected in routine clinical practice using the
cross-validation tests and a held-out set of unseen echocar-
diography images.

6) Rezek, Roberts, and Conradt in their article titled
“Increasing the Depth of Anesthesia Assessment” proposed a
model that generalizes a class of polyspectral models. The
authors show that the model estimation can be done in the
Bayesian framework and that it requires less data than the tra-
ditional estimation methods. They test the model on several
electroencephalographic signals recorded during exposure to
different anaesthetic agents and indicate that polyspectra con-
tains information beyond the standard spectra, which helps
discriminate between wake and anaesthetised states in two out
of three anaesthetic agents or agent combinations.

7) A method for the reliable detection of epileptic seizures
in electroencephalographic data using radial basis function
neural networks combined with one of several preprocessing
methods is presented in the article “Epileptic Seizure
Detection” by Schuyler, White, Staley, and Cios. The article
evaluates several preprocessing methods including Fourier
and wavelet transforms. The possibility of using this method
for seizure prediction is also investigated by the authors.

The last two articles describe bioinformatics tools. They
include a software platform and a database, which ML
researchers developed for the medical community. 

8) “A Pattern Recognition Application Framework for
Biomedical Datasets” article by Vivanco, Demko, Jarmasz,
Somorjai, and Pizzi describes a multi-platform (Linux,
Windows, Mac OS) open-source C++ application framework
for the analysis and visualization of biomedical datasets. This
software tool takes a full advantage of MPI for cluster com-
puting, and is currently being enhanced with an easy to pro-
gram agent architecture for distributed computing. It has a
plug-in architecture to facilitate the coupling of third party
libraries and can be integrated with MATLAB via an efficient
data sharing mechanism.

9) Nguyen, Thaicharoen, Lacroix, Gardiner, and Cios pre-
sent a chromosome 21 (chr21) database in their “A
Comprehensive Human Chromosome 21 Database” article.
Their goal is to store all chr21-related gene and protein infor-
mation. The authors designed an easy-to-use user interface,
called GeneQuest, which enables even inexperienced users to
fully utilize the database in an efficient manner.The database
embraces a wide range of information including chr21 gene
structures, protein post-translational modifications and inter-
actions, chr21 orthologs in model organisms and their pheno-
types of RNAi, and their protein-protein interactions. They
also added a predictor of a protein-protein interaction function
that is based on Markov random fields method. The database
and its associated tools can be accessed at http://chr21db.cud-
enver.edu.

We hope that the IEEE EMB Magazine readers will enjoy
this special issue and benefit from the wealth of information
conveyed by the authors in their articles. 
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