
Pattern Classification Homework 5 Solutions 

1. The log-likelihood function is 

l(θ) =  ln(|) =
 [ln − ]

 = 	 − 
  

We solve ∇() = 0 to find  
∇() =  [	 − 	 ∑  =  −	∑  = 0  

Thus the maximum-likelihood solution is 

 = 11∑   

 

2. Consider MAP estimates, that is ones that maximize l(θ)p(θ) 
In this problem, the parameter needed to be estimated is μ. Given the training data we have l(μ)p(μ) = ln[p(D|μ)p(μ)] 
where for the Gaussian 

ln[p(D|μ)] = ln((|) =
 ln[(|)]

 =	−2 ln[(2)|Σ|] −	12
 ( − )Σ( − ) 

and  

p(μ) = 1(2)/	|Σ|/ exp[− 12 ( −)Σ( −)] 
The Map estimator for the mean is then 

̂ = argmax {	[− 2 ln[(2)|Σ|] −12
 ( − )Σ( − )] 

+ln[ ()/	||/ exp[−  ( − )Σ( −)]] } 


