Pattern Classification Homework #4

Two normal distribution are characterized by
P(X[S)=N(x,m;,25), i=1,2

P(S,)=P(S,)=0.5

m,=[1,0]"

my=[-1,0]"

< [1 05
meze s )

(a) Draw the Bayes decision boundary which minimized the probability of error.
(b) Draw the Bayes decision boundary which minimized risk when
Ci;=Cyp=0and C;,=2Cy,

(c) Repeat (a) and (b) for

1 05] < [ 1 -05
21{0.5 1}’22{—0.5 1}

(a) Bayes decision rule for minimizing the probability error
P(Six) > P(S,|x) xe8S;
P(Si[x) <P(S2lx) x€S,

Px[S))  >P(S,)

P(x[S;))  <P(S))

Since P(S,) = P(S,)=0.5
Px|S;) >

Take log on both sides
>
[In P(x|S;) - In P(x|Sy) ] p 0

g=InP(x[S)) - In P(x/S;) = -1/2 (x-m;)" X, (x-my) + -1/2 (x-my)" X, (x-my)

1 -1/2 -1 1 -1/2 1
= 1/2[x-1x5] 43 [ P T gL 45 ST

-1/2 1 X, -1/2 1 X, ]



=(8/3) x; — (4/3) x»
> > >
Therefore (8/3) X1 — (4/3) X2 <0 or X; < 1/2 Xy Or Xp < 2 X1

g=X,-2x,=0, x,=2X is decision boundary

(b) Bayes decision boundary for minimizing risk
C]]:C22:O and C12:2C21

Decision rule

P(x|Sy) / P(x]S,) : (C12-C)P(Sy) / (Cy1-C1)P(S))
P(X|Sl) / P(X|Sz) Z (Clz)P(Sz) / (Czl)P(Sl) = 2C21P(Sz) / C21P(Sl) =2
[ In P(x/S)) — In P(x[S,) ] z In2

83 %, —43% In2=>[2x1-x,] ~ 3/41n2
< <

Decision boundary 2x;-x,=3/4 In 2

1 -1/2 112
1.5, =413 ]

_]:4
(©) 2 /3[—1/2 1 1/2 1

Repeat the same as in (a)
g=InP(x[S)) - In P(x|S,) = -1/2 (x-m;) X, (x-my) + -1/2 (x-my)" X, (x-my)

=8/3 X+ 4/3 X1Xp

Therefore 8/3 x; +4/3 XX, >O
<

Decision boundary x,(8/3 + 4/3 x,) = 0 => x,=0 or x,=-2



From (b) and (c)

8/3x,+43 xx, In2
<

Therefore 2x; + XX, g 3/41n2
<

Decision boundary

2x; +x1x,=3/41n2
X1(2+%,) =3/41n 2
2+x, = (3/4)(In 2)(1/xy)

x=(3/4)(In 2)(1/x,) - 2



