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Mixture Densities (DHS 10.2) 
 

- Assume the samples were obtained by selecting a state of nature Sj with probability 
P(Sj) and then selecting an x according to the probability law p(x|Sj,qj). 

- Thus we know the complete probability structures for the problem, except some 
parameters 

- Look at the given assumptions in DHS 10.2:  
n The samples come from a known number c of classes 

n The prior probabilities P() for each class was known 
n The forms for the class-conditional probability densities p(x|, ) are known 

n The values for the c parameter vectors are unknown 
n The category labels are unknown. 

- Probability density function of the sample is given by 

p(x|q)=å
=

J

j 1
p(x|Sj,qj)P(Sj) 

- This form is called mixture density 
- p(x|Sj,qj) = component densities 
- P(Sj) = prior probabilities or mixing parameters 
- What is unknown? Only the parameters q 
- Completely unidentifiable if we cannot recover a unique parameters q 
- Mixture densities of normal densities are usually identifiable 
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Maximum-Likelihood Estimates (DHS 10.3) 
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Application to Normal Mixtures (DHS 10.4) 
 

- Three cases for Gaussian mixture 

 
“x” indicates the parameters are known. 
 

Case 1: The simplest, unknown mean vectors (given in DHS 10.4.1, solved in the class) 
Case 2: More realistic (discussed in DHS 10.4.2 but, not handled here) 
Case 3: A completely unknown set of data. This cannot be solved by ML (not handled 
here) 
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Case 1: Unknown Mean Vectors (DHS 10.4.1) 
       DHS 10.4.1 Eqs. (14)-(17). 

 

 
 

Eq. (7) 

Eq. (17) 

Case 1 
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- Example 1: Mixture of two 1D Gaussians 
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