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Pattern Recogrition WHAT IS PATTERN
5 RECOGNITION?
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of course, was immediately devoured

remained motionless and undetected.

n the monster came, Lola, like the
Haroid




DIMENSIONALLY
REDUCTION

UNSUPERVISED
LEARNING

CLUSTERING

CLASSIFICATION

SUPERVISED
LEARNING

REGRESSION

REINFORCEMNET
LEARNING




ARTIFICIAL
INTELLIGENCE
MACHINE

LEARNING
DEEP

LEARNING

‘."

1950's 1960's 1970's 1980°s 1990's 2000's 2010’

Since an early flush of optimism in the 1950's, smaller subsets of artificial intelligence - first machine learning, then
deep learning, a subset of machine learning - have created ever larger disruptions.




Whatis Deep Learning?

INPUT FEATURE EXTRACTION CLASSIFICATION
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INPUT FEATURE EXTRACTION + CLASSIFICATION

Deep |learning vs machine learning




Differentiation

Machine Learning Factors RS ARl

Manual Extraction Problem-Solving Minimal Human Intervention
Approach
Supervised & . s Autoencoders & Generative
. g Ti Method 5
Reinforcement Learning raining ® Adversarial Networks
Diverse Models Complexity of Algorithms Interconnected Neurons
Relies on Structured Data Interpretability Leverages Artificial Neural Networks

Distributed Across a Server Cluster Infrastructure & Data Reliance on Larger Datasets




pixelplex

Machine learning techniques

Machine learning techniques

Supervised Unsupervised
The algorithm is trained to classify data or make The algorithm discovers hidden patterns by analyzing
predictions based on known input and output data unlabeled and unstructured data
Classification Regression Clustering
Helps to divide input data into Explains or predicts a specific Explores and analyzes the input data 1o find
different classes using both input numerical value by analyzing past patterns or groups in it and classifies those

and output data for similar properties data points into specific clusters




Machine
Learning

Supervised

Classification

Predicting a

categorical

variable

Input: Labeled
data set

Output: Discrete
values
Algorithms:
Decision Trees

Support Vector
Machines

Unsupervised

Regression

Predicting a
numeric variable

Input: Labeled data
set
Output—Continuous
Values

Algorithms

Linear Regression
Decision Trees
Random forests

Clustering

Identify a pattern
or groups of
similar objects

Algorithms
K-Means

Clustering
ANN (Artificial
Neural Networks)

Dimension
Reduction

Reduces the
number of variables
being considered to
find the exact
information
required

Algorithms
Principal
component
Analysis (PCOA)




Common machine Iearnmg
algorithms and thel

Type of ML
technique

Use cases

Classification

NAIVE BAYES

Classification

LINEAR
REGRESSION

Regression

8

NEURAL
NETWORKS

Regression, clustering

K-MEANS

Clustering

Data classification

Facial expression
classification

Text classification

= Speech recognition

Handwriting
recognition

Cancer detection
and diagnosis

« Spam filtering

» Document
classification

« Supply chain
stock
management

« Sales forecasting

+ |nvestment
evaluation

= Stock price
forecasting

+ Real estate
price analysis
and prediction

Google search
algorithm

Fraud detection

Virtual assistant
services

Financial risk
assessment

Machine translation

Customer
segmentation

Document
clustering

Recommendation
systems

Clustering social
networks users by
various parameters




Al, Machine Learning & Deep Learning

ARTIFICIAL INTELLIGENCE

Engineering of making Intelligent
Machines and Programs

MACHINE LEARNING

Ability to learn without being Artificial Neural Networks

P{neural networks | machine |eamB§eakthrough

1960's 1970's 1980's 1990's 2000's 2006's 2010's 2012's

http:/ /houseofbots.com/news-detail /2754-1-a-take-on-deep-learning




At last — a computer program that
can beat a champion Go player Pt g4
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Deep Learning

Dendrites Biological NN

= Deep learning e
refers to artificial
neural networks
that are Dendiies Neuron
composed of —
many layers.

Outputs

Deep learning is @ o

Element (PE)

just another ; 522 ] et

i=1

name for artificial o Summaton
neural networks @ [ o
(ANN) N

Synapse Weight
Slow Fast
Many (10°%) Few (10%)

Function




Shialloww Network vs. Deep Network

"Non-deep" feedforward Deep neural network
neural network

hidden laver . hidden layer 1 hidden layer 2 hidden layer 3
r input layer
'

input layer / :
A

\'r ;’:,ﬂ__

e

LT

i "

&
F L

I"fﬂ"".\ output layer
X %.A‘Q , put lay

# of Hidden Layer <=1 (i.e., shallow network) # of Hidden Layer >= 2 (i.e., deep network)




Pattern Classification vs.
Machine Learning

& “Pattern recognition has its origin in
engineering whereas machine learning grew
out of computer science.” -Christopher M.
Bishop, Author of Pattern Recognition and
Machine Learning

Both can be viewed as two facets of the same

field

Both undergone significant developments in
the past ten years




Wihat i1s Machine Learning?

=" Machine learning is a scientific discipline that
1s concerned with the design and development
of algorithms that allow computers to learn
based on data from sensors or databases.

Major focus of ML is to automatically learn to
and

MLis closely related to statistics, probablhty

artificial 1nte111gence adaptlve control and
computer science.




Wiaat is Pattern Recognition?

Pattern recognition is the act of taking in raw
data and taking an action based on the category
of the data

Largely divided into supervised learning and
unsupervised learning.

It aims to classify data based on a priori
knowledge or on statistical information
extracted from the patterns.
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measurements or observations, defining points
in a multidimensional space.




Artificial Intelligence
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Pala vs. Performance of Machine
fédrning & Deep Learning




Where PR and ML Used?

In medical science, computer-aided diagnosis
Speech recognition

Text classification (spam vs. non-spam)
Human face recognition

Image analysis

Data mining

Predictive analysis (stock pricing)
Machine intelligence

Artificial Intelligence

Deep Learning

You name it
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FPatternExplorer.com - Chart Pattern Recognition 1 - ChA - Daily 22.02. 2007 Open B2.9 Hi 6328, Lo 6269 === 55.0
Close B2.97 -0.3%) , Pattern: Rising Wedge, Sensitivity =15

February
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Artificial Intelligence
Ability to sense, reason, engage & learn

Ability to reason

o9

' Phys guide




