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Unsupervised ML (DHS Ch. 10) 

 

Outline 

 

 Similarity Measures 

 Chain Method of Clustering 

 Clustering Criterion Functions 

 Sum of Squared Error Criterion 

 Scattering Criteria 

 Trace criterion 

 Determinant criterion 

 Another possible criterion 

 Optimization 

 

 K-means Clustering 

 

 Component Analysis: PCA, ICA* 

 

*special topics 
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Unsupervised ML (DHS 10.1) 

Don’t know which class each prototype belongs to. 

 

Why? 

1. Collection and labeling of prototypes is often expensive and time-consuming 

2. Feature characteristics may not be stationary in time 

3. It may be desirable to study structures of the data. New Information or discovery of 

subclasses may alter the decision 

4. Perform exploratory data analysis 

5. Classification in the reverse direction 

Ex: Classifying unknown targets 

 

 

 

 

1. Clustering 

A. Similarity Based 

- Similarities Measures 

- Chain Method of Clustering 

 

B. Criterion Functions Based 

- Sum of squared error 

- Min. variance 

- Scatter matrices 

- Optimization  

 

C. K-means Clustering 

 

2. Component Analysis 

A. PCA  

B. ICA 
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A. Similarity Measures (DHS 10.6.1) 

Figure 10.6 shows four different data sets. All have the same mean and covariance matrix, yet 

their distributions are different. => unmixing needed 

 

Major Questions 

 

1. How to measure similarity between samples? 

2. How to evaluate partitioning into clusters? 
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Similarity 

Samples: x1, x2, … , xJ 

Ex: Distance measures 

d(xi,xj) = { 



N

n
ji nxnx

1
)]()([ 2 }1/2         (Euclidean distance) 

d(xi,xj) =  



N

n
ji nxnx

1

)()(           (Manhattan distance or absolute distance) 

 

Clustering example: compare distance to a threshold, do 

 

Figure 10.7: Effect of do as the distance threshold for clustering. 
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Scaling 

Scaling problems can often be avoided using normalized distance measures, e.g. Mahalanobis 

distance. 

 

Figure 10.8. Effect of scaling for clustering. 
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Figure 10.9. Effect of normalization 

 

 

Other Similarity Measures 

 

i) Angular Similarity 

Introduce a nonmetric similarity function S to compare xi and xj 

Similarity, S(xi,xj)= xi
Txj

  / ||xi|| ||xj|| (normalized inner product, cosine of the angle between xi 

and xj) 

Useful if angle between two vectors is meaningful. 

 

ii) Binary Similarity 

For binary features  

S is a measure of the relative possession of common attributes 

S(xi,xj)= xi
Txj

  / xi
Txi + xj

Txj – xi
Txj 

xi
Txj=No. of shared attributes 

S=Percentage of attributes that are shared. 

 

 

 

 

 

 



 7

 

Chain Method of Clustering 

1. First sample assigned to Cluster #1 

2. Compute distance d of the next sample to the previous sample and compare to do (a 

threshold pre-specified). If d<do assign sample to the same (first) cluster; otherwise 

form a new cluster for the sample. 

3. Compute distance d of the next sample to all existing clusters. Find min. distance dmin
 if 

dmin<do, assign to corresponding cluster. Otherwise form a new cluster. (1-pass 

algorithm) 

 

Distance d to cluster = distance to the first sample of cluster. 

or variation = distance to the sample mean of cluster. 

 

However, it is (1) sensitive to do and (2) order of samples.  

 

Variations: 

- Could perform multiple passes, each with different do 

- Could use cluster means for d 

 

So far, how to measure “similarity,” now the criterion functions.
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B. Clustering Criterion Functions and Classification (DHS 10.7) 

A set z of J samples x1, …, xj. 

Divide z into K subsets z1, z2, …., zk. 

Define a criterion function to measure clustering quality of any partition of the J samples into K 

subsets. Find extremum (min. or max.) of the criterion function. 

 

1. Sum of Squared Error Criterion (DHS 10.7.1) 

Simplest and most widely used. 

Let Ji = No. of samples in zi 

mi = mean of samples in zi 

mi = (1/Ji) 
 ij zx

xj 

 

Sum of Squared Error:  

Je = 


K

i 1

 ij zx

||xj-mi||2 

Smallest Je gives the minimum variance clustering. So it is good for the clusters that for 

compact clouds and well separated from one another. 

 

Good for the clusters from compact clouds that are rather well-separated from one another 

 

But look at Figure 10.10 
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2.  Minimum-Variance Criteria (DHS 10.7.2) 

Can re-write Je as 

Je=(1/2) 


K

i 1

Ji is  

where is  = (1/Ji
2) 

 ij zx

 il zx

||xj-xl||2 , the average squared distance between any two points in 

the i-th cluster 

Similarly, is  could be replaced by 

 

Different choices: 

is  = (1/Ji
2) 

 ij zx

 il zx

s(xj, xl) 

where s=a similarity function. 

or 

is =  
ilj zxx ,

min [s(xj,xl)] 

Objective: find extremum of criterion function 

 

3. Scattering Criteria (DHS 10.7.3) 

Form matrices SW and SB to measure scattering of samples. Form a criterion function from SW 

and/or SB. 

Mean of i-th cluster:       mi= (1/Ji) 
 ij zx

xj 

Total mean vector:        m=(1/J)  xj = (1/J)


K

i 1

Jimi 

Scatter matrix for i-th cluster:    Si= 
 ij zx

[xj-mi] [xj-mi]T 

Within-class scatter matrix:      SW=


K

i 1

Si,   NxN matrix 

Between-cluster scatter matrix: SB=


K

i 1

Ji[mi-m] [mi-m]T,    NxN matrix 

Total scatter matrix:  ST= 
 ij zx

[xj-m] [xj-m]T 

Possible pitfall: if no. of clusters = no. of samples, Si=SW=0. 
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Can show 

ST= SW+SB 

1. ST is independent of clustering or partition of data. 

2. As SW increases, SB decreases. 
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Need a scalar measure of SB or SW to maximize or minimize 

 

1) Option 1: Trace Criterion 

Tr{SW} = 


K

i 1

Tr{Si} = 


K

i 1

 ij zx

||xj-mi||2 

Tr{SW}=Je=sum of squared errors. 

Tr{ST}= Tr{SW}+ Tr{SB} 

Min. Tr{SW}  Max. Tr{SB} 

Tr{SB}= 


K

i 1

Ji||mi-m||2 

 

 

2) Option 2: Determinant Criterion 

 

Jd=|SW|=


K

i 1

|Si| 

|SB| could maximize this 

SB=


K

i 1

Ji[mi-m] [mi-m]T 

Exception: singular if KN, |SB| not useful, poor choice 

 

Si= 
 ij zx

[xj-mi] [xj-mi]T 

Max. Rank of Si=Ji-1 

SW=


K

i 1

Si 

Max. rank of SW is (


K

i 1

Ji) – K = J-K 

If N>J-K, SW is singular 

 

 

3) Option 3: Another possibility (Invariant Criteria) 

Jf=Tr{SW
-1SB}=



N

n 1

n      (since the trace of a matrix is the sum of its eigenvalues) 

where n = n-th eigenvalue of SW
-1SB 
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